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1. Problem:

Equipment
e What? Soil
e Pixel-wise classification of top view images of mixed crops Stump
o Why?

Weed
e Yield estimation

e Nitrogen-uptake estimation
e Variable Nitrogen application to fields
e Optimal harvest time

Barley/Grass
Radish

Unknown

2. Method: 1
e Fine-tuning on a pre-trained Deep Convolutional Neural ’3 g .8 .5.8.8.58.8 8 8 8 8 8 gl 5| el | Bl F I l :
Network S E BB R R EE 5
e Based on VGG-16D for image classification [1] i
e Adapted to pixel-wise classification [2]: PEY R R X 2 8 XRE RS XSS 2308 8 ¢
eConvert fully connected layers to convolutional layers S 3 223 222382823228 3 2 - ;
eInsert deconvolutional layer 3 2§ ¢§ § 38§88 § 38 ¢ g 3 §so§o3gofog 8
o First, fine-tuned on PASCAL-Context [2] - T = e = o . T . 2N
e [hen, fine-tuned on own data N N 5 5 S ®

Flip left/right Flip up/down

e Data set
e 48 Images
e 400 x 400 pixels
e /5% used for training

@ /

e / classes
e Unknown, Radish, Barley/Grass, Weed, Stump, Soil
Equipment T + flip u/d T+ flip I/r + u/d
e Data argumentation to increase data set =N o> R 7

e Flip left/right, flip up/down and transpose

e | earning parameters
e Learning rate: 107
e Per pixel learning rate: ~1.6*10™

3. Results:

e Pixel-wise classification:

Equipment
e Pixel accuracy: 79 % Soil
e Frequency weighted loU: 66% Stump
Weed

e Ensemble classification
e Pixel accuracy: 80 %
e Frequency weighted loU: 6/%

Barley/Grass

Radish

Unknown

4, Discussion and conclusion:

cross entropy cost L(0, Q)
o Works relatively well, but only tested on small labelled data set 0 1 } e model
e Large un-labelled dataset + small lalelled dataset = semi- inear 'i”'er ©
. . .“"
supervised learning? softmax
e How? 1 > base model
base network 9
e Auto-encoders? (linear/conv/relu) |
e Learning Noise model? [3] . - —t
noisy label input X

Source: Sukhbaatar et al. 2014 [3]
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