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Part I
Fine Grained Category Recognition with 

Humans in the Loop



What Is Visipedia?

http://en.wikipedia.org/wiki/Bird

● A user-generated encyclopedia of visual knowledge
● An effort to associate articles with large quantities 

of well-organized, intuitive visual concepts



http://xkcd.com/1425





● People will willingly label or organize certain 
images if:
○ They are interested in a particular subject matter
○ They have the appropriate expertise

Ring-tailed lemur Thruxton Jackaroo

Motivation



[BikeRumor.com]









 



Visual 20 Questions

 



antedeepluvian

an·te·deep·lu·vi·an
ˌan(t)ēdēpˈlo͞ovēən/
adjective
1. before the flood of deep learning papers
2. “Histograms of vector quantized filter responses 

are antedeepluvian features.”



Pose Normalized Deep ConvNets

[Van Horn, Branson, Perona, Belongie BMVC 2014]











http://merlin.allaboutbirds.org/photo-id

















http://merlin.allaboutbirds.org/photo-id

165,000 images uploaded 

(since June 2015)



Part II
Learning about Similarity from Human 

and Machine Expertise



Our goals:
� We want to pull out humans' intuitive notion of 

perceptual similarity!
�
�  
�  
�  
�  
�  
� How can we combine machine and human expertise?
� How can we efficiently ask humans about their 

knowledge?

≈ ≈/

[Wilber et al. ICCV 2015]



Disagree                                    Agree

We can't directly measure similarity

“These two foods taste similar.”
3 4 521
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How could we learn how humans 
perceive taste?

� “Pepperoni pizza tastes similar to other pizza”
�  
�  
�  
�

�

� “Pepperoni pizza tastes different from coffee”

≈

≈/



Our design: Grid questions
To collect constraints efficiently, we ask:
“Please select the four foods that taste similar to 
the one on the left.”
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Selected points are more similar to the 
reference food than unselected points.

Our design: Grid questions

Near Far



Machine similarity: Recognition is 
not enough.

Current deep learning approaches are great at recognizing 
objects, but they can’t understand food taste without help.



Machine similarity: Recognition is 
not enough

Both of these are pepperoni pizzas, but they taste very 
different!



Machine similarity: Recognition is 
not enough

Is this guacamole or wasabe? This is not apparent from 
visual appearance.



Machine similarity: Taxonomies 
may be imprecise

This is a wasabi Kit-Kat bar. Where does it fit into the food 
taxonomy?

A perfect model can’t help us.



Machine similarity: Taxonomies 
may be imprecise

This is a Berliner. Berliner hobbyists will refuse to call this a 
“Jelly Doughnut”, because it does not have a hole.



Stochastic Neighbor and Crowd Kernel (SNaCK)

Human Expertise

Deep Learning

Our SNaCK embedding 
algorithm combines the expert’s 
triplet constraints with a visual 
similarity kernel.

Our Algorithm Concept Embedding



Explore: http://tinyurl.com/snack-embeddings

Embedding example: Food-10k
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Embedding example: CU Birds 200 “Birdlets” subset

Explore: http://tinyurl.com/snack-embeddings
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What’s Next for Visipedia?
● More taxa: flowers, trees, terrestrial mammals, 

amphibians, seashells, mushrooms, bugs, ...

● Partnership with Macaulay Digital Archive

● Visipedia.org Schema & Data Sharing Best Practices

● Suite of digital field guide apps

● CV/ML research for the most challenging taxa

● FGVC workshops: datasets and competitions



Thank You

 

● Cornell: Michael Wilber, Jessie Barry, Scott Haber

● UCSD: Iljung Sam Kwak, David Kriegman

● Caltech: Steve Branson, Grant Van Horn, Pietro Perona

● BYU: Ryan Farrell

● Google Focused Research Award

● Jacobs Technion-Cornell Institute








