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Part I: Multidimensional Scaling











[http://www.analytictech.com/borgatti/mds.htm]



Part II: Triplet Embeddings



Triplets are a special case of “Paired Comparisons”

[Agarwal et al. 2007]



[van der Maaten & Weinberger]

Triplets Formulation
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Goal: find vector embedding that satisfies the underlying 
pairwise similarity function s()



Generalized Non-metric Multidimensional Scaling



Part III: Grid-Based Triplets



Perceptual Embeddings
● A perceptual embedding is a 

space where distance 
corresponds to intuitive 
similarity.



Embeddings for bird identification
● Wah et al, 2014 built a bird ID system that used 

human appearance similarity as a prior
● In this space, bird species that look similar are 

close together.
● Asked 93,000 questions to embed N=200 points

[Wah et al. 2014]



Embeddings for musician similarity

[Van der Maaten and Weinberger, 2012]

● http://homepage.tudelft.nl/19j49/ste
● 22,310 triplets for 426 artists



How to create perceptual embeddings
● Step 1: Collect dataset
● Step 2: Ask the crowd tens of thousands of 

questions
● Step 3: Construct the embedding by maximizing 

some optimization objective
● Step 4: Use the embedding in applications like
− Bird identification (Wah et al. 2014)
− Semantic clusters (Gomes 2011)
− Inferring music similarity (McFee 2012)
− Training better neural networks (Wang et al. 2014)
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Bottleneck!
There are too many

possible questions to ask!

Can we ask questions
that are more informative?



● Hardcoded labels?
− But not all pizzas taste alike.
− Humans are bad at fine-grained classification.
− Taxonomies are imprecise.

What kinds of questions could we ask?



What kinds of questions could we ask?
● Hardcoded labels?
● Pairwise comparisons?
− Needlessly quantized, which discards information
− May be inconsistent across humans
− Not informative for extremely similar or extremely 

dissimilar answers
− Metric assumptions are violated in human perceptual 

judgments (Tversky, 1977)
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Alternative: Triplet questions
● “Which food tastes more similar to food A?”
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Can we do better?
● Key question: How does the design of the HIT 

task influence the time, cost, and quality of our 
triplet embeddings?

● Our contribution: Grid questions



Our design: Grid questions
● “Please select the four foods that taste similar to 

the one on the left.”
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Our design: Grid questions
● Grid questions → 20 triplets at once

Near Far



Crowdsourced food experiments
● Dataset: 100 Yummly food images



Crowdsourced food experiments
● Experiments: We sampled 14,088 grid questions, which 

gave us 189,519 triplets.
● Grid sizes: We tried several grid sizes:
● Select 4 out of 16 images
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Crowdsourced food experiments
● Experiments: We sampled 14,088 grid questions, which 

gave us 189,519 triplets.
● Grid sizes: We tried several grid sizes:
● Select 4 out of 8 images



Crowdsourced food experiments
● Experiments: We sampled 14,088 grid questions, which 

gave us 189,519 triplets.
● Grid sizes: We tried several grid sizes:
● Select 2 out of 4 images



Triplet embedding algorithm
● To turn triplets into an embedding, the embedding 

algorithm places objects at locations that maximize 
an objective function.

 
● Our embedding algorithm: t-STE (Van der Maaten 

et al, 2012), with default parameters.
 
● This is not our focus. We're concerned about 

question design, not the embedding algorithm.



Quantitative results
● When we view embedding quality vs. dollars 

spent, grid questions converge faster

Error:
Total number
of unsatisfied
constraints.
Lower is better.



Qualitative Results
Cost: $5.10, collected 19,199 triplets
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Dessert foods are
clustered together



Qualitative Results
Cost: $5.10, collected 19,199 triplets

Entrees are close,
with salads below



Qualitative Results: Individual triplets
Cost: $5.10, collected 408 triplets



Qualitative Results: Individual triplets
Cost: $5.10, collected 408 triplets

Cookies are far away,
even though they taste similar



Qualitative Results: Individual triplets
Cost: $5.10, collected 408 triplets

Structure is less clear; salads are
close to unrelated items



Results: Worker satisfaction
● Workers felt they were reasonably compensated. 

Wages ranged from $4-$10/hour.



Interesting result: Distribution of triplets 
from grid questions

● When viewed in terms of quality per triplet, triplets 
sampled via grid questions appear to do worse. 
However, the sheer quantity outweighs quality.



    Takeaway 1.    
Question design and embedding algorithm are 

complementary!
● We can get pretty far without changing the 

embedding algorithm.

● Are you asking the right thing? Bad questions 
leave information on the table.



    Takeaway 2.    
If you're collecting triplets, try using grid questions!

● Consider the trade-off between grid size and effort

● Strategy: Pick the largest grid size that workers are 
comfortable with at your price point, then ask them 
to select about half the items



Thanks!
● Mike Wilber, Sam Kwak, Jan Jakes, Tomas Matera, 

Edward Cheng, Vicente Malave
● Explore our food embeddings, and download the dataset!

http://vision.cornell.edu/n2h3g 


